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Presenter
Presentation Notes
Hello everyone, I’m Keon Jang from KAIST.
This talk is path stitching: Internet-Wide path and delay estimation from existing measurements. This is a joint work with DK Lee, Changhyun Lee, Sue Moon from KAIST, and Gianluca Iannaccone from Intel Research, Berkeley.


Motivation behind Path Stitching

= Distributed applications are popular in today’s Internet

= P2P file sharing, content distribution networks, multi-player
online games

= These applications benefit from information about the
Internet path between their nodes

= Nearest neighbor discovery, leader node selection,
distribution tree construction

= Qur goal is a DNS-like system that provides network
Information
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Distributed applications such as P2P file sharing, Multiplayer Online games,  Content Distribution Networks, are popular applications in today’s Internet. These applications benefit from performance information of Internet path. Examples of applications are nearest neighbor discovery, leader node selection, distribution tree constructions. Our goal is to build a DNS-like system that answers to network performance questions such as what is the latency between node a and node b.  The cost of having this measurement infrastructure can be shared by multiple applications, and also measurement redundancy can be eliminated by having a single service that many applications shares. Examples of discovery are nearest neighbor discovery.


Key idea behind Path Stitching

* |nternet separates inter-domain and intra-domain

routing

= Path stitching splits paths into path segments , and stitches
path segments together using BGP routing information to
predict a new path

= Many measurement data are available already, and
we use them and do no additional measurement
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Talk outline

= Path Stitching algorithm

= When Path Stitching produces no stitched path

= Approximation heuristics

= When Path Stitching produces multiple paths

= Preference rules
= Evaluation

= Conclusion and Future Work
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This is a outline of my talk. 
First I’ll explain how path stitching algorithms works in detail.

Our path stitching algorithm may not produce any path for some cases, and I’ll explain some approximation heuristics that we use to improve coverage of prediction.
Oh the other hand, path stitching produces multiple paths for the most of time when it produce any path. And we need a way to choose a path that is more likely to be used in the Internet. I’ll explain some preference rules that we use to prune out spurious paths. 

And then I’ll evaluate our algorithm by comparing prediction result and real measured data. 
And I’ll finish this talk with conclusion and future work. 



Data set

= CAIDA Ark’s traceroutes

= One round of traceroute outputs from 18 sources to every /24 prefix
= 14 millions of traceroute outputs

= BGP routing tables

= University of Oregon, RouteViews’ BGP listener
= RIPE RIS’ 14 monitoring points (rrc00 ~ rrc07, rrc10 ~ rrcl5)

= Notations

= X Intra-domain paths of AS X
= XY Inter-domain edges between AS X and Y
= XD+ XY +YD = XY
» Internet forwarding paths from AS Xto Y
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Before I go in to detail of our algorithms, I’ll explain data sets that we use for this work and Notations that I’ll use in the rest of the slides. 
We basically use two different data: traceroutes and BGP routing table snapshots. 

We use one round of caida ark’s traceroutes. It has traceroutes to every /24 prefix from 18 sources. The number of traceroutes in this set is approximately 14 million. 

For the BGP routing table snapshots we use RouteView and RIPE RIS. 

This is notation that we use in the rest of the talk. I’m not gonna read notations. I’m sure you can easily understand notations. 


Overview of Path Stitching

= What are Internet forwarding paths and end-to-end delay
between two arbitrary Internet host a and c?

a e ? >C
Step 1. IP-to-AS mapping
> C

Step 2. AS path inference

JA

A Step 3. Pa}tgs:,titching .C:
" o % %
Bl s

Step 4. Rank-g@ched paths arfd se(gxt the best
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This is an overview of our path stitching algorithm.
When we are given an host a and c to predict a path and latency between them,
First we map IP addresses to AS number.
In the second step, we infer AS path between those two ASes. 
When we have AS path between them, we retrieve path segments that maps to those Ases and path segments that connecting two consecutive Ases from traceroutes. And we stitch this segments together to generate a new path. And finally when we’re given multiple paths we rank this path and choose the best representative path. 




Index building

= |[n order to make a huge number of traceroute
measurements searchable,

a, a, a, a, by b,b;c, ¢, ¢ d;d, d,d,

traceroute outputs: Q-.-.—O-.—.-.-.—.—O—.—O_O-O
— Y~~~ Y~ Y
AS path: A B C D

= Choices

= Build indices for all possible partial paths
= ABCD, ABC, BCD, AB, BC,CD, CD,A,B,C,D
= Requires O(I?) space

= Build indices for intra AS and inter AS segments
= A,B,C,D,AB, BC,CD
= Requires O(l) space
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To retrieve path segments from traceroutes quickly we split traceroutes to path segments and index them with AS numbers. Suppose we’re given a traceroute in the figure which maps to AS ABCD. 
We consider two different choices of building indices. 
First choice is to build indices for every possible partial AS path.
This would require big O of l square spaces, when l is a length of AS path.
Second choice is to build indices for only intra domain segments and inter domain segments of AS path. 
This require order of l spaces. 
We use second choice to build indices in this work as it requires less memory and faster.


Step 1. IP to AS mapping

= Use BGP routing table snapshots:

= An IP address is mapped to the longest matching IP prefix in a table,
= Take the last hop in the AS-PATH as the origin AS

IP_Prefix AS- PATH
4.0.0.0/8 1239 1 y

...|144.228.241.8 0/8[123971[IGP|144.228.241.81] ...
...|66.185.128.1|16681™ 668 3356 1|IGP|66.185.128.1] ...
...|208.172.146.2|3561|4.0 DN 8561 1|IGP|208.172.146.2] ...

...|216.18.31.102|6539]4.0.0.0/S)8639 2914 1|IGP|216.18.31.102] ...
...|154.11.63.86|852|4.0.0.0/8|852 1[IGP|154.11.63.86] ...
...|203.62.252.26|1221|4.0.0.0/8|1221 46871 |IGP|203.62.252.26] ...
...|154.11.98.18|852|4.0.0.0/8|852 1|IGP|154.11.98.18| ...
...|192.205.31.33|7018|4.0.0.0/8|7018 1|IGP|192.205.31.33] ...
...|64.200.199.47911|4.0.0.0/8|7911 3561 1|IGP|64.200.199.4] ...
...|64.200.199.3|7911|4.0.0.0/8|7911 3561 1|IGP|64.200.199.3] ...

BGP Routing table snapshots.
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So when we have index built for all traceroutes, we get in to first step of our algorithm.
Mapping the IP address of given hosts to AS number. IP to AS mapping is also used for building indices. 
To map Ip address we use BGP routing table snapshots.
We find the longest matching prefix in the BGP snapshots, and take the last hop as a originating AS.

Of course this longest prefix matching method is not perfect.


Errors in IP to AS mapping

= Single origin AS mismatch
= Mao et al reported that inaccurate mapping result in

= Missing AS hop, extra AS hop, substitute AS hop, two hop
AS loops

= 8.9% AS paths contain two-hop AS loops

= |f we use the same IP-to-AS mapping for a query, the
outcome would be consistent although mismatched.

= Multiple origin AS (MOAS)
= 2,651,387 traceroutes have MOAS conflicts
= 22.61% of MOAS are caused by Internet exchange prefixes
= |nfer AS paths from all MOASes
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We tried to find out how much error does it make in our algorithm. 
We devide IP-to-AS mapping error into two cases, first is single origin AS mismatch which means the IP address that belongs to one AS is mapped to another one, and secondly MOASes which means one IP address is originating from multiple Ases. Well known reason for this includes route aggregation, interface numbering at AS boundaries, and routing anomalies. When we map traceroutes into AS path, Mao classfied possible error cases into four cases, extra hop in AS path, missing hop in AS path, two hop AS loops, substitute AS. Except two hop AS loops, it is impossible to detect it without having actual AS path extracted from router in the corresponding AS that traceroutes originates. Therefore we looked at how many two hop AS loop exist in the data that we use. 1,010,216 AS path have two-hop AS loops which accounts for 8.9 % AS path that are mapped from traceroutes. 

2,651,387 traceroutes have MOAS conflicts



Step 2. AS path inference

= Qiu and Gao’s methodology [GLOBECOM’06]

= EXxploits the AS paths, known paths, appeared in BGP routing tables.
= |nfer AS paths that satisfying valley-free property [L.Gao, TON’00]

J

Extended parts Known path

Choose shortest path with low wnsure length and high frequency index
Accuracy of 60% reported
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Step 3. Stitching path segments

da v, ‘:‘t, dag LR o, dg
m: .H: .m
. | )
as? *as? *as? *an?
a a, a a, b, Db, b, b
N P
’.u’. "-" '.". "."
b/ V 4
a’ a; ag a, 3 s b, Db
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We do IP level exact match 



Sources of error — traceroute

= Dynamic nature of the Internet

» Record all reported measurement per path segment.
» Report the most recent or median of the past known history.

= Non-decreasing delay principle
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When we get predicted paths after step 3, these can have errors in latency that stems from traceroutes. By error we mean sometimes router send ICMP reply to slow path and this can result in much higher latency than real latency. To find the most representative latency, we record all delays for each segment using histogram. And we report most recent, median, and iqm rtts. One error that significantly affects our algorithm is decreasing delay in traceroutes.  We calibrate delay to always increasing. The figure is a example of latency of a traceroutes. Red-dashed line is measured value and Blue line is calibrated delay. Surprisingly about 60% of Ark’s traceroutes contained an decreasing delay in it. 



When Path Stitching produces no
stitched path
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So far I’ve discussed how path-stitching predict a new path. What if path-stitching prodcues no stitched path? There are many reasons for we don’t get stitched path. We many not have path segments along the inferred AS path or even if we have path segments they just don’t have exactly matching IP address. I’ll discuss some heuristics that we use to approximate the path. 


®  Case #1: NoO path segments in

source/destination AS

The source or the destination Is not In the same
AS with any measurement data

Data type Total AS | Transit AS Stub AS
Ark 14,378 4,418 9,960
BGP 28,244 4,847 23,397

= For 90% of undiscovered AS In Ark, the traceroute did
not reach to AS

= ASes not covered by Ark accounts for only 110M or
5.8% of IP addresses in BGP
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The first case is when we don’t have any path segments in source and destination AS of query. We don’t have any solution for this case. To look at how often this case will happen, we looked how many Ases are covered by Ark traceroutes. Basically we counted number of Ases by mapping IP addresses in Ark’s traceroutes. We find only half of Ases that are discovered in BGP. We look more closely to find a reason for this, and we find that Ark data covers almost 90% of transit Ases and less than 45% of stub ases. For those Ases not covered in Ark traceroutes, 90% of them are because traceroutes did not reached to the AS although there was attempt to do it, may because of IMCP filtering. It looks like huge amount in terms of number of Ases, but if we count the number of IP addresses originating from those Ases, it is only 110M Ip addresses which account for 5.8% of IP addresses that originating from every all the Ases in bgp, so it’s not significant!. 


Case #2: No segments in the middle of
Inferred AS path

No inter-domain path segment
= |[ncorporating the reverse inter-domain segments

A :B:
L

B::A

No intra-domain path segment
= No solution yet
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Case #3: Segments does not rendezvous
at the same address

For all ASes along the path has segments, but
they do not rendezvous at the same address

X:AW =7

= Clustering heuristics:
= |dentifying IP address of the same router
= Clustering IP addresses in a single Point-of-presence (PoP)
= Clustering two ending points based on their IP prefix proximity
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=
When Path Stitching produces multiple paths

= Rank stitched paths using preference rules

= Same destination bound path segments

= The more same destination bound path segments in a stitched path, the
more this path is close to the real path

= Closeness to source and destination

= For 20% of ASes, delay difference of path segments in an AS is larger
than 100ms
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So far I’ve talked how path-stitching predict a new path, but when we get many paths for 


Evaluation

= Evaluate:

1. Similarity between inferred AS path and AS path
mapped from traceroutes

2. Effectiveness of approximation heuristics

= Data set for evaluation:
= narita : traceroute outputs from Ark monitor nrt-jp

(Collected on April 11)
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So far I’ve talked about our path stitching algorithm and some heuristics to improve coverage and accuracy of prediction. Now I’ll show you an evaluation of our methodology. First we look at how well AS-path inference works in our case, and secondly, we look at how approximation heuristics improve coverage.

For evaluation we need real measurement so that we can compare the prediction to the real data. We exclude one set of traceroutes collected from nrt-jp monitor from the Ark data, and use the rest for prediction, and use the narita set for comparison.


AS path similarity

= How close is inferred AS path to the AS path from
traceroutes?

: 04 05 016 :
AS path similarity
» 68% of inferred paths match the narita paths exactly.
» 24% of inferred paths are shorter than narita paths.
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=
Effectiveness of approximation heuristics

= No stitched path without approximation

» Router/PoP clustering and /28 IP prefix clustering significantly
enlarge the coverage.
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Total 8679 


Conclusions

= Path and latency prediction by combining traceroutes
and BGP data

= Qur approach uses existing measurement data and do
no additional measurement

= Evaluation results are preliminary, but promising
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Future Work

= Devise a mechanism to select a best path amongst
many stitched paths

= Incorporate more datasets to improve coverage and
accuracy

= |nclude performance metrics to include bandwidth and
loss rate

= Build and deploy DNS-like system in the real-world
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Thank you!

= Any question?

= For more question:
keonjang@an.kaist.ac.kr
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=
Same destination-bound preference

= planetlab2.xeno.cl.cam.ac.uk
-> pll-higashi.ics.es.osaka-u.ac.jp

40 : _ . ; .........
O Estimated (most recent) i
35 X Estimated (median) I
v _ O Estimated (igm) I
_E 30/ = = =Real (minimum) i
® Real ( ' ' '
Q25 Iea (_max!mum) :
b 20 --------
)
L 15 . .
9 Destination
= 10
dd
N -bounded

5

» Preference to the same destination-bound path segments
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Preference to the same destination-bound path segments. 
This graph is result of path stitching, the x axis represents rtt, and y axis is stitched path. Each dot along the same horizontal axis represents an most recent median and iqm from single stitched path. Dashed black vertical line is minimum latency measured in real, and black solid line is maximum There are 40 stitched path for query from planetlab in cambridge to planetlab in osaka. As you can see that for half of stitched path has quite close median and iqm delay value to the real measurement. We looked at the each segments in the path and find that lower half are using prefix that is used in the traceroute to same destination /24 prefix, while other half are not. This example shows an how preference to the same destination bound can useful to remove spurious paths. Red box


=
Closeness to source and destination

= Planetlab2.csil.mit.edu
-> planet2.scs.stanford.edu

O Estimated (most recent)
X Estimated (median)
[0 Estimated (igm)

= = = Real (minimum)

— Real (maximum)

ra

—

7))
e
e
©
o
©
()
i
®)
e
—
7))

40 50
End-to-end dela

= In 20 % of Ases, delay difference within an AS is > 100 ms.
» Preference to the closest points in source and destination ASes
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Second rule is closeness to source and destination.
Among many stitched paths they may use different segments at the source AS and destination AS.
It is intuitive that choosing a path that use segments which have closer IP address to the source and destination IP. We looked at how much delay difference can be made due to this and for 20% of Ases more than 100ms difference can exist depending on which segment we use. In this example we’ve 22 stitched path at first, and if we prune out using closeness to source and destination we only get two paths which are quite close to the real measurement.


Preference rules

» Destination-bound and proximity rules prune large amounts of
spurious paths
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Preference rules

=
s [ xact match | &
Proximity :
Dst. bound

» Destination bound and proximity rules help to improve accuracy
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